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This says that evidence for 

yes results in criterion satisfac-

tion, and that the evidence for 

not satisfying the criterion is 1 

- the evidence. Note that this 

model assumes uncorrelated 

evidence from team mem-

bers—this is for a single team 

member evaluating a single 

alternative/criterion pair. 

While modeling correlation 

among opinions is straight-

forward, it is an extra burden 

on the team that outweighs 

the advantages in most situa-

tions; thus, we do not do it.

We can fi nd the probability of satisfaction by combining the knowledge 

and evidence. Namely, the probability of satisfaction for an alternative/

criterion pair is P(Sp(Cc|Aa) = yes) and is the sum of knowledge that the 

evidence is correct times the probability that it is correct and the knowledge 

that the evidence is incorrect times the probability that it is incorrect. In 

equation form this is:

P(Sp(Cc|Aa) = yes) = (Ec,a,p Kc,a,p + (1.0 - Ec,a,p)(1.0 - Kc,a,p))

This equation is fundamental to and original to Bayesian Team Support. 

Let’s explore this equation using a Belief Map. In fi gure A3, letters A through 

E have been added to fi gure 8.7. The fi gure shows the evaluation of a single 

alternative relative to a single criterion by a team of people and includes 

isolines that result from the equation above. 

Consider:

Point A: K = 1.0 (very high knowledge), E = 1.0 (very high evidence 

for criteria satisfaction), P = 1.0 = 1.0 x 1.0 + (1.0 - 1.0) x (1.0 - 1.0) 

Point B: K = 1.0 (very high knowledge), E = 0.0 (very low evidence 

for criteria satisfaction), P = 0.0 = 1.0 x 0.0 + (1.0 - 1.0) x (1.0 - 0.0)

Point C: K = 0.5 (very low knowledge), E = 1.0 (very high evidence 

for criteria satisfaction), P = 0.5 = 0.5 x 1.0 + (1.0 - 0.5) x (1.0 - 1.0)

Figure A3: Belief Map.
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Point D: K = 0.5 (very low knowledge), E = 0.0 (very low evidence 

for criteria satisfaction), P = 0.5 = 0.5 x 0.0 + (1.0 - 0.5) x (1.0 - 0.0)

Point E: K = 0.5 (very low knowledge), E = 0.5 (no evidence, Me-

dium criteria satisfaction), P = 0.5 = 0.5 x 0.5 + (1.0 - 0.5) x 

(1.0 - 0.5), default position

John: K = 0.875 (high knowledge), E = 0.75 (high evidence for 

criteria satisfaction), P = 0.69 = 0.875 x 0.75 + (1.0 - 0.875) x 

(1.0 - 0.75)

Bob: K = 0.72 (medium knowledge), E = 0.8 (high+ evidence for 

criteria satisfaction), P = 0.63 = 0.72 x 0.80 + (1.0 - 0.72) x 

(1.0 - 0.80)

Anne: K = 0.75 (medium knowledge), E = 0.60 (medium+ evidence 

for criteria satisfaction), P = 0.55 = 0.75 x 0.60 + (1.0 - 0.75) x 

(1.0 - 0.60)

Lisa: K = 0.81 (medium-high knowledge), E = 0.25 (low evidence 

for criteria satisfaction), P = 0.34 = 0.81 x 0.25 + (1.0 - 0.81) x 

(1.0 - 0.25)

To combine the individual assessments, the following formula effectively 

computes their normalized product. Normalization combines P(Sp(Cc|Aa) = 

yes) (the equation that results in the isolines) with P(Sp (Cc|Aa) = no).

P(S(Cc|Aa) = yes) = α Πp (Ec,a,p Kc,a,p + (1 - Ec,a,p)(1 -  Kc,a,p))

with α as a normalization factor:

α = 1/(Πp (Ec,a,p Kc,a,p + (1 - Ec,a,p)(1 - Kc,a,p))

+ Πp (Ec,a,p (1 - Kc,a,p) + (1-  Ec,a,p)Kc,a,p))

And Πp being the product over all participants.

This results in the “team satisfaction” noted in fi gure A1. It is the prob-

ability that the team believes that the alternative meets the criterion. For our 

team, as shown in fi gure A3, the equations give:

Team Satisfaction =

                   (0.69 x 0.63 x 0.55 x 0.34)                                = .70

(0.69 x 0.63 x 0.55 x 0.34) + (0.31 x 0.37 x 0.45 x 0.66)
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Where Anne and Bob support John, Lisa’s evaluation counters that support. 

Without Lisa, this value would be 0.82.

Now this value can be combined with those for evaluations relative to 

other criteria to fi nd the overall satisfaction for the alternative using the 

preference model. Where many methods average over preference models, 

in BTS we only use one preference at a time, as discussed earlier. Thus, the 

overall satisfaction for an alternative according to a specifi c preference view-

point is:

S(Aa) = ΣcW(Cc) x P(S(Cc|Aa) = yes)

Where W(Cc) is the importance weight assigned to criterion C by a single 

participant. 

These are the details of how we fi nd the alternative satisfaction for a 

specifi c alternative as determined relative to a qualitative criteria. In the next 

section we develop a method that is consistent with this for quantitative 

criteria.

Quantitative Evaluations
Quantitative evaluations are different from qualitative. Where qualitative 

focuses on agreement, satisfaction, or yes-ness, quantitative is a measure of 

degree. There is still the need to represent the three decision elements, but 

here the fi rst (a preference over the possible outcomes of action) and third 

(a set of beliefs about the world) are different. This can be seen on a num-

ber line; fi gure A4 shows an example. Here the delighted target for cost is 

$20,000 with a disgusted value of $25,000. These values describe the pref-

erence for the outcome. In her evaluation, Anne judges the most likely cost 

at $25,000 with a low estimate of $22,500 and a high estimate of $27,000. 

These constitute her belief about the cost of Grex. Thus, the number line 

gives all the information needed to model Anne’s evaluation. 

Figure A4: Anne’s evaluation of the cost of Grex’s 
proposed cost.
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Utility curves based on the delighted and disgusted values give a simple 

representation of the preference model, fi gure A5. More sophisticated util-

ity curves could be used than the simple two-point type used here. But it 

is hard enough getting people to think about two target values without 

worrying about more sophisticated models. Additionally, there is so much 

uncertainty in all the estimates that a more sophisticated model is frankly 

not warranted.

The belief about the world is based on the high, low, and most likely 

estimates. These are used to defi ne a Beta distribution. This is similar to the 

common Normal distribution or Bell curve, but it allows asymmetrical dis-

tributions to be easily modeled. 

I will explain what is done with a simple example. We will use Anne’s 

data but lower her “low” estimate to $20,000 to make the example graphi-

cally more interesting. In fi gure A.5 the utility curve is plotted along with 

the Beta distribution based on Anne’s estimated values and the resulting 

product of the two. The utility curve shows complete utility (1.0) for any 

cost less than $20,000 and no utility if greater than $25,000.

The Beta curve is based on the three evaluation points input by Anne. 

Beta curves look like normal distributions when symmetrical, but can rep-

resent skewed distributions as shown. The area under the distribution curve 

Figure A5: Utility curve.
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=1.0; however, the vertical scale in the fi gure has been increased for ease of 

visualization.

If you multiply the distribution by the utility, the area under the result-

ing curve gives the satisfaction with the evaluation. Note that Anne’s evalu-

ation greater than $25,000 has counted for nothing. In this case the area 

under the product curve equals 0.19, showing Anne’s generally low judg-

ment of the cost.

If she had evaluated it at low = $19,000, most likely = $21,000, high 

= $23,000, then the curves would look as in fi gure A.6. Here the distribu-

tion based on the data is partially in the delighted region and is thus fully 

counted. That part greater than $20,000 is discounted by the utility curve. 

The resulting area under the probability of satisfaction for this alternative/

criterion pair is 0.81 or 81%.

The satisfaction calculated here is combined with the others found for 

either qualitative or quantitative evaluations using the preference formula 

from page 320, extended for inclusion of quantitative evaluations.

S(Aa) = ΣcW(Cc) x (if qualitative (P(S(Cc|Aa) = yes)), or if quantitative 

(Satisfaction))

or 

S(Aa) = ΣcW(Cc) x (TS(Cc|Aa)) where TS = team satisfaction.

Figure A6: Utility curve.
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Beyond fi nding the overall satisfaction for an alternative, many other mea-

sures can be developed from the basic mathematics.

Value of Information (VOI) 
A major component of BTS is Value of Information (VOI) analysis. VOI 

analysis is a decision analytic technique that explicitly evaluates the benefi t 

of collecting additional information to reduce or eliminate uncertainty. VOI 

analysis is at the heart of the what-to-do-next analysis. VOI analyses are be-

coming increasingly used in health care and other fi elds.4

VOI analysis is based on the extent to which a change in information 

will reduce the decision uncertainty. VOI provides a principled methodolo-

gy that enables acquiring information in a way that optimally trades off the 

cost of information gathering with the expected benefi t. Several analytical 

challenges that inhibit greater use of VOI techniques include issues related 

to modeling decisions, valuing outcomes, and characterizing uncertain and 

variable model inputs appropriately.5 

A good quote that sums up the benefi ts of VOI analysis is: “Value of 

information (VOI) analysis is useful because it makes the losses associated 

with decision errors explicit, balances competing probabilities and costs, 

helps identify the decision alternative that minimizes the expected loss, 

prioritizes spending on research, quantifi es the value of the research to the 

decision maker, and provides an upper bound on what should be spent on 

getting information.”6

Value of Information analysis is a type of sensitivity analysis unique 

to Bayesian methods. Where a traditional sensitivity analysis explores the 

sensitivity about a deterministically calculated result to changes in the inde-

pendent variables, a VOI analysis is based on the uncertainty input as part 

of the evaluation information. I will explain this. 

In the ideal world, for each qualitative criterion the team would have an 

expert with authoritative knowledge who could evaluate how well each al-

ternative met the criterion. For each quantitative variable they would know 

the exact value with no variation. However, these ideals are seldom the case. 

Decisions are usually made with knowledge and certainty that are evolving 

and for which there may be no experts. Value of Information analysis adds 

a virtual expert to the team to fi nd out what might happen if resources are 

committed to increase team knowledge and control the uncertainty. The ef-

fect of this “expert” on the satisfaction gives a clear picture about the value 

of actually committing resources to improve the evaluations.
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The methodology is best ex-

plained through an example. In 

evaluating Grex’s “easy to use” 

criterion, the team placed their 

points on the Belief Map as shown 

in a fi gure A7. 

Here, the team has moderate 

consensus and knowledge about 

Grex’s proposed ease of use. Before 

expending effort to improve the 

consensus or to gain better “ease of 

use” knowledge, it is worth noting 

whether additional information 

will have any effect on the satisfac-

tion results. This we will fi nd out.

A “virtual expert” is assumed to have perfect knowledge and very highly 

agrees that Grex’s proposed product will be easy to use. The expert’s point 

has been added to the Belief Map 

in fi gure A8.

The effect of the addition of a 

virtual expert to the team can be 

seen in fi gure A9. This is a reprint of 

the satisfaction results from fi gure 

9.14, with the additional effect of 

the expert’s evaluation of “ease of 

use” shown superimposed, raising 

the satisfaction from 62 to 68%. 

Also, the downward bar shows the 

evaluation in the event that the ex-

pert is sure that Grex cannot meet 

the “ease of use” criterion. To fi nd 

this, the expert’s point is placed in 

the lower right-hand corner of the 

Belief Map, signifying that he or she has perfect knowledge and is com-

pletely confi dent that Grex cannot meet the “ease of use” target. 

Before interpreting the results, note that the expert’s evaluation over-

whelms the evaluations made by the rest of the team. An expert evaluator 

who is fully confi dent that an alternative meets (or cannot possibly meet) 

Figure A8: The virtual expert’s evaluation.

Figure A7: The actual team evaluation of 
Grex’s ease of use.
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the target set by the criteria will 

dominate all other assessments. 

This makes sense, as it often occurs 

in real-life scenarios. This calcula-

tion of value of information clearly 

illustrates the highest and lowest 

satisfaction levels that are achiev-

able if the knowledge about each 

of the alternative/criterion pairs is 

complete and criteria satisfaction 

is as high or low as it can be. This 

calculation also shows how any ad-

ditional knowledge can change the 

evaluation.

Examination of the results of 

the expert analysis from Anne’s 

viewpoint is shown in fi gure A9. 

The best the value satisfaction can 

achieve due to changes in evaluation of “ease of use” is 68% as shown; the 

worst is 48%. The 6% increase (14% decrease) in “ease of use” evaluation 

may be important or not. It needs to be put in perspective. The highest 

potential increase, using Anne’s importance weightings, is for the team ex-

perience of Swale—25% increase—and the greatest decrease is for the team 

experience of Grex—23%. These should not be surprising, as Anne ranked 

team experience as her second most important criteria.

The value of information analysis is the limit to the possible change. 

If further research proves that John and Bob’s initial evaluation is correct, 

and Lisa and Anne agree with them, then satisfaction with Grex will move 

toward 68%, at least from Anne’s viewpoint. In general:

The results of the value of information analysis are a function of:

the current importance weighting

the current knowledge or certainty indicated by the team

the current criterion satisfaction indicated by the team

The value of information analysis can be done without Accord by explor-

ing the extremes of each evaluation in whichever method is used. However, 

Figure A9: The entire team’s evaluation 
from Anne’s viewpoint.
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Accord does it automatically and uses the result as one of the major inputs 

for the what-to-do-next analysis.

What-to-Do-Next
The what-to-do-next analysis is an expert system that uses the VOI results, 

combined with the level of consensus, knowledge, and type of criteria to 

generate statements that guide the team to the most cost-effective actions 

that will resolve the issue. This is a virtual cost/benefi t analysis, in that 

through the VOI we know the benefi t and we can infer the cost. The VOI 

gives a rank ordering of which alternative/criterion pairs can have the great-

est effect on the results. We then use the other data and the assumption 

that it is less expensive to work on reaching consensus than it is to increase 

knowledge or reduce uncertainty. Further, it is less expensive to do either 

of these than it is to refi ne criteria, as refi nement usually requires collect-

ing new information. Finally, all of these are less expensive from a decision 

viewpoint than is developing new criteria. Thus, the rule base recommends 

one or more of the following:

• <Alternative x> has high satisfaction and probability of being the 
fi rst choice is high from all viewpoints. You may want to choose it. 

• <Alternative x / Feature y> is sensitive and consensus is low. 
Discussion about this is advised. 

• Knowledge of <Alternative x/ Feature y> is sensitive and 
consensus is low. Develop more information using experiments, 
analysis, or experts. 

• <Criteria x and y> are weak, yet important. Refi ne these criteria 
features and targets.

• The team is having diffi culty differentiating between 
alternatives. Either generate new criteria that better measure 
features that vary from alternative to alternative, or generate 
new alternatives.

• None of the alternatives has very high satisfaction. Generate new 
alternative solutions.

• The importance weightings vary too much among team members 
to reach consensus. Discuss importance weightings.

This is automated in Accord.



327

APPENDIX A

Probability of Being Best
Probability of being best is a unique BTS solution to the problem of com-

bining preferences from multiple team members’ evaluations. As discussed 

before, combining evaluations across team members must be done with 

care, as methods like averaging wash out the true information and can lead 

to ambiguous or wrong conclusions. Earlier, we addressed this by keeping 

the weightings separated and not combining them at all. A second method 

is to generate a measure that samples across the entire space of preference 

functions bounded by the individual member preferences. In other words, 

consider the example shown in fi gure A3. Here, the four team members 

found that their satisfactions when evaluating Grex’s “easy to use” were 

0.69, 0.63, 0.55, and 0.34. These four values defi ne a distribution for 

the satisfaction of this criterion by this alternative, thus sampling across 

the importance weightings. Similar distributions can be found for all the 

alternative/criterion pairs. If an alternative/criterion has only a single evalu-

ation, then the distribution is defi ned by that single value.

Using these distributions, BTS then runs a Monte Carlo simulation. 
The way this works is:

1 Using the distributions, pick a value for the satisfaction of each 

alternative/criterion pair. This value is random, but determined 

by the distribution. In our example, you can see by inspection 

that the simulation is much more likely to pick a value of 0.60 

than it is 0.40.

2 Using the individual criterion satisfactions, calculate the overall 

satisfaction for each alternative. This is done using only one of 

the team’s importance weightings.

3 Record which of the alternative is best: has the highest 

satisfaction for this single simulation. 

4 Go back to Step 1 and do the process again. Repeat this 

thousands of times.

5 Using the total number of times each alternative was best as 

accumulated in step 3, normalize these to total 100% and you 

have the probability that each is best.

This additional statistic gives the relative preference for each of the alterna-

tives as probabilities that sum to 100%. Coupled with the satisfaction, the 
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probability of being best gives a good indication of how well the alterna-

tives meet the criteria.

Risk
As I discussed in chapter 9, risk is both the lack of satisfaction and the 

amount that satisfaction might decrease due to uncertainty. This “down-

side risk” of an alternative is the risk that, if you choose the alternative, it 

won’t turn out as expected. That is, it is the expectation over outcomes less 

than the overall expected value, for that alternative. This is one-sided fi rst 

moment about the overall expected value (the mean). To fi nd this risk we 

sample across the evaluation distributions. For each sample expected value 

(SEV) less than the overall expected value (OEV), the consequence is the 

amount the SEV is less than the OEV. The risk is simply the sum of the con-

sequences where the sum embodies the probability of occurrence: Risk = Σ 

(OEV-SEV). 

Critical Criteria
Not all criteria can be traded off against each other, as implied in the simple 

summation formula:

S(Aa) = ΣcW(Cc) x (TS(Cc|Aa))

Some criteria must be made. Most of these are fi lter criteria, but some few 

discriminate and must be part of the overall satisfaction calculation above. 

However, if an alternative fails to meet one of the critical criteria, the satis-

faction will be very low. One traditional way of managing critical criteria is 

to multiply the team satisfactions together so that the equation becomes:

S(Aa) = Πp (TS(Cc|Aa))

There are two problems with this equation. First, if critical criteria do not 

have 100% satisfaction, the overall satisfaction calculated by this formula 

becomes quite small (e.g., four critical criteria at 90% team satisfaction 

yields 27% overall satisfaction). This does not square with intuition. Even 

more limiting is that, in general, most criteria can be traded off and only 

one or two are critical. There is no way to combine these two types of criteria 

using the equations above.

Our solution to this is embodied in the following equation. Here there 
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are a total of i criteria. Of these, j criteria are critical and the remaining i-j 

can be traded off (this could be zero). The overall satisfaction7 is:

S(Aa) = Πj TSj x Σi-j (Wi x TSi)

where:

Wi is the weighting renormalized across i-j

TSi is the team’s fused belief on criterion i

The best way to show how this works is through example. Say there are four 

criteria ( i = 4) and one of these is critical (j = 1). Further, say that the team 

satisfactions are as shown in the following table.

If only the trade-off criteria are used the satisfaction is::

S(Aa) = (0.24 x 0.67 + 0.32 x 0.83 + 0.44 x 0.37) = 0.59

With the addition of the critical criterion:

S(Aa) = 0.85 x (0.24 x 0.67 + 0.32 x 0.83 + 0.44 x 0.37) = 0.50

If criterion 3 becomes critical and criterion 4 is a trade-off, then:

S(Aa) = 0.37 x (0.24 x 0.67 + 0.32 x 0.83 + 0.44 x 0.85) = 0.30

Here you can see the strong effect of a critical criterion. 

Table A4: Team satisfaction, importance weight, criterion type.
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Summary
The Bayesian Team Support (BTS) model used here provides the fi rst 

complete, integrated answer to needs in technical and business team deci-

sion-making. It allows a consistent method for collecting and analyzing 

evaluation information to generate a number of useful measures that can 

be used by teams to make robust decisions.
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Appendix 

Robust Decisions 
& Accord Details B
Robust Decisions, Inc.

T he methods in this book were developed by Robust Decisions, Inc. 

(RDI). RDI was founded by the author, Dr. David Ullman, and his 

colleague Dr. Bruce D’Ambrosio. The two began developing these 

methods in 1995 when they realized that Ullman’s interest in supporting 

the decision making process, his expertise in the mechanical design process, 

and his knowledge of robust design complemented D’Ambrosio’s expertise 

in Bayesian decision theory. In 2003, RDI began to market the methods 

contained in this book, as well as its decision-making software, Accord. 

Robust Decisions, Inc.’s web address is www.robustdecisions.com.

Accord Products
At the time of publication of this book, the current version of Accord is 2.3. 

This version, released in 2006, is available in three confi gurations:

Accord Desktop 
Desktop was the fi rst and is the most basic form of Accord. It runs on any 

Windows 2000 or Windows XP PC. It has all the functionality of Accord 

shown in this book. Its ability to support teams is limited as follows: The 

issue is framed and saved on one PC by the issue manager. The saved fi le 

(*.jdl) is e-mailed as an attachment to others who also have Accord loaded 

on their machines. They each enter their importance weightings and evalu-

ations, and then e-mail the fi le back to the issue manager. The manager can 

then merge the data fi les into his in order to manage the issue.

You can download a free thirty-day trial version of this program by fol-

lowing the instructions below. It comes complete with a user’s manual and 

example problems.
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Accord Network
The commercial version of Accord is a client-server application that allows 

team members to more easily share data. The problem is framed by the issue 

manager and saved to a database. Team members are assigned levels of au-

thority. Team members enter their importance weightings and evaluations 

on their own computers and their information is automatically merged and 

saved to the database. The database can be replayed and queried to review a 

history of the deliberation or to reuse information.

Requirements for Accord Network
• Server

• Intel® Pentium® III or AMD AthlonTM PC with 500 MHz, 

256 MB RAM 

• Microsoft Windows 2000 Professional (SP2 or later), 

Windows NT 4.0 (SP6a or later), Windows XP; 

call for others 

• Disk space: 60 MB 

• Client

• Java Runtime Environment 1.5+

• 1024x768 16-bit high-color display or greater 

Accord Browser add-in
In 2006, Accord Network was extended to include a browser add-in. This 

add-in provides a simplifi ed user interface for users who have had no 

training on inputting evaluations. It allows the issue manager to send evalu-

ators an e-mail that contains a link. This link opens an Accord window in a 

browser to allow easy collection of importance and evaluation information. 

Collected information is input directly to the server database.

How to Download Accord
You can download Accord Desktop free for thirty days at:

www.robustdecisions.com/accorddownload.html. 

With this download you will get the following fi les:

• Accord Desktop, full version, thirty-day license

• Accord User’s manual

• Example problem used in chapter 9

• Example problem as updated in chapter 10

• Other example problems
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Newsletter
Robust Decisions, Inc. produces The Decision Expert Newsletter. This monthly 

one-page newsletter contains information to help you make the best pos-

sible decisions, as well as case studies. To sign up for The Decision Expert 

Newsletter, visit www.robustdecisions.com/newsletter.html. 



334

MAKING ROBUST DECISIONS

no
th

in
’



335

NOTES

Notes

1 Robust Decisions

1. Paul C. Nutt, Why Decisions Fail. San Francisco: Berrett-Koehler Publishers, 
2002.

2. Research by Stauffer and Ullman showed that during the mechanical design 
process, designers broke problems into smaller and smaller chunks. In fact, this 
partitioning results in cognitive episodes that are about one minute long. In other 
words, designers who were solving problems followed the methodology shown 
on a minute-by-minute basis. Similar results have been found from other types 
of problem solving. (L.A. Stauffer and D.G. Ullman, “Fundamental Processes of 
Mechanical Designers Based on Empirical Data,” Journal of Engineering Design, Vol. 
2, No. 2, 1991, 113–126; D.G. Ullman, T.G. Dietterich, L. A. Stauffer, “A Model of 
the Mechanical Design Process Based on Empirical Data,” Artifi cial Intelligence in 
Engineering Design and Manufacturing, 2(1), Academic Press, 1988, 33–52.) 

3. Based on a list by Richard Schmuck. See Richard A. Schmuck, Patricia A. 
Schmuck, Group Processes in the Classroom, paperback 7th edition. New York: WCB/
McGraw-Hill, 1996.

4. An introduction to Taguchi’s philosophy can be found in David Ullman, The 
Mechanical Design Process, 3rd edition (New York: McGraw-Hill, 2003). Further 
detail is available in many books, the best of which are Clyde M. Creveling, 
Tolerance Design: A Handbook for Developing Optimal Specifi cations (Reading, MA: 
Addison Wesley, 1997) and Genichi Taguchi et al., Taguchi’s Quality Engineering 
Handbook (New York: Wiley InterScience, 2004).

2 A Focus on Decisions

1. David Ullman, The Mechanical Design Process, 3rd edition. New York: McGraw-
Hill, 2003.

2. A Guide to the Project Management Body of Knowledge (PMBOK Guides). Project 
Management Institute, 2001.

3. “Letter to Joseph Priestley,” Benjamin Franklin Sampler. New York: Fawcett, 1956.

4. David Ullman,“’OO-OO-OO!’ The Sound of a Broken OODA Loop,” CrossTalk, 
September 2006.

5. Available on the web: www.d-n-i.net/boyd/pdf/c&c.pdf. 



336

MAKING ROBUST DECISIONS

6. The sound “OO-OO-OO” was described in a presentation by Harvey S. Gold, 
Lead Design for Six Sigma Black Belt, DuPont CR&D, June 2005.

7. Ullman, The Mechanical Design Process, 74.

8. M. George, Lean Six Sigma for Service. New York: McGraw-Hill, 2003.

9. D. Ginn and E. Varner, The Design for Six Sigma Memory Jogger. Goal/QPC, 2004.

10. Stuart Pugh, Total Design: Integrated Methods for Successful Product Engineering. 
Reading, MA: Addison Wesley, 1990.

11. Actually, it is much worse than this, as by averaging you can easily violate 
Arrow’s Impossibility Theorem. Say that there are three team members, one who 
orders the options A > B > C, another who evaluates B > C > A, and a third who 
says C > A >B. All three voters have rationally ordered preferences, but on the 
average (in two out of three cases), they prefer A to B, and prefer B to C, and 
also C to A. The resulting social order is not rational, and provides no basis on 
which to make a decision. See M.J. Scott and E. Antonsson, “Arrow’s Theorem and 
Engineering Design Decision Making,” Research in Engineering Design, Vol. 2, No. 
4, 2000, 218-228.

3 Often Wrong But Never in Doubt

1. This curve itself is an estimate based on a modest sample size. Although not 
statistically correct, it makes the point needed. Only basic knowledge of normal 
distributions is assumed here.

2. A primary source is M.G. Morgan and M. Henrion, Uncertainty: A Guide to 
Dealing With Uncertainty in Quantitative Risk and Policy Analysis (New York: 
Cambridge University Press, 1990).

3. Ladislow Reti, The Unknown Leonardo. New York: McGraw-Hill, 1974, 181.

4. James Surowiecki, The Wisdom of Crowds. New York: Doubleday, 2004.

5. Sherry Sontag, Blind Man’s Bluff. New York: HarperCollins, 1999. 

6. Bent Flyvbjerg, Mette Skamris Holm, and Søren Buhl, “Underestimating Costs 
in Public Works Projects: Error or Lie?” Journal of the American Planning Association, 
Vol. 68, No. 3, Summer 2002, 279–95.

7. Standish Group, Chaos Reports 2000 and 2004. https://secure.standishgroup.
com/.

8. Ullman et al., unpublished research for unnamed sponsor 2005.

9. If you are interested in trying this simple experiment with your organization, 
you can download the questionnaire from www.robustdecisions.com/
dishexperiment.html. We only ask that you share the results with us.

10. Ilan Yaniv, “Precision and Accuracy of Judgmental Estimation,” Journal of 
Behavioral Decision Making, Vol. 10, 1997, 21-32.

11. With the mean of the distribution of mean estimates at 18 min and the 
standard deviation at 6 min, then using normal distribution tables, the 90% mean 
estimate is 26 min (close to the mean 90% result of 29 min in the experiment). 
If the standard deviation is 8 min (the 90% value) the 90% mean estimate is 28 
min, even closer.



337

NOTES

12. D. Peters and G. Dewey, “Beware of the Bid, Bad Bias: Overcoming Poor 
Project Estimating,” Crosstalk, April 2000.

13. E.F. Loftus and J.C. Palmer, “Reconstruction of automobile destruction: An 
example of the interaction between language and behavior,” Journal of Verbal and 
Learning Behavior 13 (1974), 585-589.

14. M. Jorgensen, “Uncertainty Intervals versus Interval Uncertainty: An alternative 
method for eliciting effort prediction intervals in software development projects,” 
2002.

15. Peter L. Bernstein, Against the Gods: The Remarkable Story of Risk. New York: 
Wiley, 1996.

16. Flyvbjerg, Holm, and Buhl, “Underestimating Costs in Public Works Projects: 
Error or Lie?”, 279.

17. Jack B. Soll, J. Klayman,“Overconfi dence in interval estimates.” Center for 
Decision Research, Graduate School of Business, University of Chicago, January 
2003.

18. S. Plous, The Psychology of Judgment and Decision Making. New York: McGraw-
Hill, 1993.

19. This model was developed in conversation with Jaris Hihn and Art 
Chmielewski of the Jet Propulsion Laboratory, Pasadena California.

20. Washington State Department of Transportation, “Major project program cost 
estimating guidance.” www.fhwa.dot.gov/programadmin/mega/cefi nal.pdf, June 
2004.

21. L. Leach, Critical Chain Project Management, 2nd edition. Artech House, 2005.

22. D. Ullman and L. Leach, “The Promise of Simulation Training to Deliver the 
Benefi ts of Lean Project Management,” for AFRL/MLMP December 2004.

23. D. Ford and J. Sterman, “Overcoming the 90% Syndrome: Iteration 
Management in Concurrent Development,” Concurrent Engineering 11 (2003), 
177–86.

24. Washington State Department of Transportation, “Major project program cost 
estimating guidance.”

25. E. Russo and P. Schoemaker, “Managing Overconfi dence,” Sloan Management 
Review, Vol. 33, No. 2, Winter 1992, 7–17.

26. K. Tupman, “Get accurate project estimates,” Tec Republic, February 6, 2003, 
www.zdnet.com.au/insight/0,39023731,20271841,00.htm

27. M. Jorgensen, “An Attempt to Model Software Development Effort Estimation 
Accuracy and Bias.” Simula Research Laboratory, 2003. 
www.simula.no/photo/easejorgensenfi nal.pdf.

28. In NASA’s Probabilistic Risk Assessment Guide, undesirable consequences are 
tied to accident (i.e., event) scenarios. “Probabilistic Risk Assessment: Procedures 
Guide for NASA Managers and Practitioners,” Offi ce of Safety and Mission 
Assurance, NASA Headquarters, August 2002.



338

MAKING ROBUST DECISIONS

29. Thanks to Brian Seitz (formerly of IBM and now with Microsoft) for clearly 
articulating these.
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2. Nancy Lee Jones, “The Americans with Disabilities Act (ADA): Statutory 
Language and Recent Issues,” Updated June 13, 2005, Congressional Research 
Service, The Library of Congress.
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It was found that they broke their problem solving into small micro-issues (called 
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11. The entire list of inventive principles is at www.triz-journal.com/matrix/
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1. From the Hoechst AG–U.S Scoring model in Robert Cooper et al., Portfolio 
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2. Based on a method described in M. Mollaghasemi and J. Pet-Edwards, “Making 
Multiple-Objective Decisions,” IEEE Computer Society Technical Briefi ng, 1997, 
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appear in other sources. This site also gives good guidance on developing Likert 
questionnaires.
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